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• Star formation density 
rapidly rising

• QSO number density 
peaks

• Field elliptical galaxies are 
forming their stars
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The Evolution of Stellar Mass 5

Figure 1. Stellar mass as a function of redshift converted to our IMF and cosmology. The solid blue line is created by a simple weighted
bining procedure and the dashed grey line is a best fit with the parameterisation ρ∗(z) = a × e−bzc

and a = 0.0023, b = 0.68 and
c = 1.2. The dotted red line is the prediction of HB06 generated by integrating the observed instantaneous star formation history.

check the results of this by comparing to both the analytic
formulae of Hurley, Pols & Tout (2000) as well the alterna-
tive population synthesis code of Bruzual & Charlot (2003).
In the former case we find good agreement for fr for our
IMF. Similarly we find that both PEGASE and Bruzual &
Charlot (2003) provide similar results for both the Salpeter
and Chabrier IMF.

Inverting equation 2 can be used to determine the star
formation history from the observed evolution of stellar
mass. This yields

ρ̇∗(t) = dρ∗(t)/dt + dρ∗;r(t)/dt, (3)

where dρ∗(t)/dt is the time derivative of the observed stellar
mass history (i.e. that presented in figure 1) and ρ̇∗;r(t) is
the rate at which material is returned to the ISM. This is
a function of the previous star formation history and the
returned function introduced above,

ρ∗;r(t) =

∫ t

0

ρ̇∗(t
′)(fr[t − t′])dt′. (4)

Using the compilation presented in §2 and the formal-
ism presented in equations 3 and 4 a best fit star for-
mation history along with 1σ and 3σ uncertainty regions
was generated. For future ease of comparison we follow the
lead of other authors and express our star formation his-
tory by the parameterisation of Cole et al. (2001), ρ̇∗ =
(a + bz)h/[1 + (z/c)d]. We find best fitting parameters of
a = 0.014, b = 0.11, c = 1.4, and d = 2.2 for h = 0.7. This
best fit star formation history, and the associated 1σ and 3σ
uncertainty regions are shown in figure 2.

4 COMPARISON WITH OTHER INDICATORS

OF STAR FORMATION

4.1 Instantaneous Indicators of Star Formation

Star formation rates are most often calculated from instan-
taneous indicators (see Kennicutt 1998 or Calzetti 2007 for
an overview). This is typically emission associated with on-
going star formation. Since very massive stars have lifetimes
which are short compared to typical star formation event
timescales, emission associated with these stars is used as
an indicator of their formation rate. These young, massive
stars completely dominate the integrated UV emission of a
galaxy, which is thus used as an indicator for their pres-
ence. Emission from these stars, particularly that which is
shortward of the Lyman limit is reprocessed by hydrogen to
produce nebular lines such as Hα and Hβ. These along with
other indicators such as forbidden lines and infrared emis-
sion (in the case of heavily obscured star formation regions)
can be used as tracers of the formation of massive stars.
Extrapolating down the IMF then yields the total star for-
mation rate. Using the compilation of HB06 (an updated
version of Hopkins 2004) we compare a range of instanta-
neous measurements to our star formation history, shown
in figure 2. The measurements are corrected for the effect
of dust attenuation using a common obscuration correction
(as in HB06). As detailed in Hopkins (2004), the common
obscuration correction corrects emission-line measurements
using AHα = 1.0 and the Cardelli et al. (1989) Galactic ob-
scuration curve, and corrects continuum UV measurements
assuming AVstar

= 0.52 and the Calzetti et al. (2000) star-
burst obscuration curve. We convert from a Salpeter IMF
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Figure 4. Colour–magnitude diagrams of the four proto-clusters at 2 <
∼ z <

∼ 3. Filled circles indicate proto-cluster member candidates
selected with J −Ks > 2.3 (PKS 1138–262, USS 1558–003) and JHKs diagram (USS 0943–242, MRC 0316–257), respectively (see Fig. 1
and Kajisawa et al. (2006) for our new JHK selection technique of passive/active galaxies at 2 <

∼ z <
∼ 3). Colour-coding is the same

as in Fig. 1 except for the upper plots where the red symbols indicate DRGs. The size of the symbols is scaled according to apparent
magnitudes in Ks-band just for consistency with Figs. 1 and 5. Large star marks show the targeted radio galaxies. The radio galaxy
1138 is extraordinary bright as it is dominated by Hα in Ks-band (Nesvadba et al. 2006). Dotted error-bars show 1σ photometric errors.
Solid, dashed and dotted lines show the expected location of colour–magnitude relations at the radio galaxies’ redshifts in the case of
passive evolution (Kodama et al. 1998). The iso-stellar-mass lines of 1011M" are also shown by thick dotted lines (the ones for 1010M"

are located at 2.5 magnitudes fainter than those although they are not shown to keep good visibility of the plots). The dot-dashed lines
indicate 5σ (Ks) and 2σ (J) detection limits.

Which galaxies in the z ∼ 3 proto-clusters could be
the progenitors of the massive red sequence galaxies seen
in the z ∼ 2 proto-clusters? Where are they on the colour-
magnitude diagrams at z ∼ 3? And how is the bright end
of the CMR built up between z = 3 and 2, while only one
Gyr is available between these two epochs? These are crucial

questions to be answered to advance our understanding of
the formation of massive elliptical galaxies. Interestingly, at
z ∼ 3, there are few blue galaxies that are already massive
enough (> 1011M") to turn into massive red galaxies and
fill the bright-end of the CMR at z ∼ 2 simply by stopping
their on-going star formation (Fig. 4). Therefore, a signifi-
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• Current 1 < z < 2.5 population studies are limited to 
~1 deg2 fields and i ~ 26 (Subaru XMM Deep Survey is 
i ~ 27.2) 

• ~60% field-to-field variations

• HSC plans to go to i = 27.7 and 20 deg2 (107 Mpc3 at               
1.7 < z < 2.4)



Large Volume is Crucial
z~0 clusters  (SDSS)
Which processes turn 
the blue galaxies red?

z~2 proto-clusters 
(e.g. from medium 

survey)

Cosm
ology

Cosmology

z~0.8

What about 
in groups?

HSC survey has the volume and depth to sample evolution in faint-end
luminosity function in all environments

Koyama et al. 2007



We need JH band
to straddle the 
4000Å break

Red galaxy progenitor

at z≈2
~ L*+2 blue galaxy progenitor
~ L*+3 red galaxy progenitor

at z≈2+medium VISTA
(VIDEO, 15 deg2, J=24.5)

~ L* blue galaxy progenitor
~ L*+1.5 red galaxy progenitor

at z≈2+UKIDSS
(35 deg2, J=23.4)

~ 2L* blue galaxy progenitor
~ L* red galaxy progenitor



Passive galaxy progenitor

•Evolution in luminosity/mass function 
with color and environment 
•Evolution in clustering with color
•Clustering of galaxy clusters
•Constraint on merger rates using pair 
counts 
•Strong lensing

No. ] Clustering of Galaxies in MOIRCS Deep Survey Region 7

Fig. 7. Same as Fig. 5, but for DRGs (J −K ≥ 1.3) and bluer galaxies at 2 < z < 4.

4.2. Clustering of DRGs and Bluer Galaxies at 2 < z < 4

To study the color dependence of the clustering prop-
erties, we present the results of ACF analysis based on
J −K color selection in Fig. 7. It is found from Figure 7
that the bias increase with the J −K color; the stronger
clustering for the redder J −K color.

The clustering lengths of DRGs are measured by the
previous studies (Quadri et al. 2007, Foucaud et al.
2007, Grazian et al. 2006b). We compare their re-
sults with ours in Fig. 8. As shown in the figure,
our result (r0 = 9.2+2.1

−2.8 h−1Mpc for the sample with
J − K ≥ 1.3 at 2 < z < 4) agrees with their results
within 1σ error (r0 = 12.0+0.9

−1.0 h−1Mpc, Quadri et al.

2007; r0 = 11.1+3.8
−2.3 h−1 Mpc, Foucaud et al. 2007; r0 =

13.4+3.0
−3.2 h−1Mpc, Grazian et al. 2006b). We note, how-

ever, that a marginal tendency of a larger correlation
length for a brighter sample is observed among the re-
sults.

Daddi et al. (2003) found the color segregation of the
clustering at 2<z<4, dividing the catalog into J−K >1.7
and bluer galaxies so that the number of the galaxies
become similar. (J − K = 1.7 in Vega corresponds to
J − K = 0.74 in AB of MOIRCS photometric system.)
Although their sample is 0.7 mag deeper than our data
at the same 90% completeness level, our catalog is ex-
pected to well sample the galaxies with J −K > 0.74 at
2 < z < 4. In fact, the surface number density 11.0± 0.7
galaxies arcmin−2 in our catalog is very consistent with
their sample (10.9 ± 1.6 arcmin−2). To check the con-
sistency with the result of Daddi et al. (2003), we sub-
sample the galaxies of our catalog by J −K = 0.74 and
measure the correlation lengths. For the redder sample
(J − K > 0.74), we obtain r0 = 5.3+0.4

−0.4 h−1Mpc, which
is much small than the value provided by Daddi et al.
(2003) (8.3± 1.2 h−1Mpc). For the bluer sample, we ob-
tain r0 = 2.5+1.2

−2.4 h−1Mpc, which is slightly smaller than
that of Daddi et al. (3.5+1.7

−3.0 h−1Mpc), though the dif-
ference is within 1 σ error. The discrepancy may likely
arise from the field-to-field variation as discussed in the

previous subsection.
In addition to the J −K color segregation of the clus-

tering, it is important to notice that the sample with 0.5<
J−K <1.3, which include the most of LBGs, clearly shows
the excess clustering at small scales (θ < 8′′), while the
sample has a weaker clustering amplitude at 8′′ <θ<100′′.
Interestingly, the correlation length (r0 = 4.1+1.3

−1.9h
−1Mpc)

and bias (b = 2.6 ± 0.4) for 0.5 < J − K < 1.3 galaxies
are consistent with those of LBGs for L >∼ L∗ at 〈z〉 = 3
(r0 = 5.0+0.7

−0.7h
−1Mpc, b = 2.7±0.4) (Giavalisco, Dickinson

2001; Ouchi et al. 2004).

4.3. Clustering on Stellar Mass Selection

Next, we examine the stellar mass dependence on the
galaxy clustering. We divide the sample into the two mass
ranges of massive (M∗ > 1010 M$) and low mass (M∗ =
109−10 M$) populations. The result is presented in Fig.
9, which shows that massive galaxies are larger biases than
the low mass galaxies at the same redshift ranges.

We examine which populations mainly contribute to the
massive galaxies. Some massive galaxies at 2<z<4 would
be overlooked by the standard DRG selection technique
as shown in Fig. 3 (see also Conselice et al. 2007 and
van Dokkum et al. 2006). We count 124 galaxies with
M∗ > 1010 M$ at 2 < z < 4. Among them, 54 galaxies
are found to be DRGs with J −K ≥ 1.3. van Dokkum
showed that the fraction of DRGs at 2 < z < 3 is 69% by
number among the massive galaxies with M∗ > 1011M$,
using the Salpeter IMF. At the same 2 < z < 3, we count
16 galaxies with M∗ > 6 × 1010 M$ which corresponds
M∗ > 1011M$ with the Salpeter IMF. Among them, 13
galaxies (81%) are DRGs; the fraction is consistent with
the result of van Dokkum et al. (2006), if the field variance
is taken into account. LBGs are another population of
massive galaxies (e.g., Rigopoulou et al. 2006). In fact,
van Dokkum et al. (2006) studied the population of LBGs
with M∗ > 1011M$ at 2 < z < 3. However, it is noted
that the 52 LBGs of Steidel et al. (2003) in the present
region have various stellar masses with the wide range of
7× 108M$ ∼ 9× 1010M$ with no typical mass. Among

Ichikawa et al. 2007
MOIRCS deep survey: 24.4 arcmin^2 



+ (NIR) Spectroscopy

• Really reliable redshifts + calibration of 
photometric redshifts

• Star formation rates, more detailed stellar 
populations, metallicity information, Tully-
Fisher evolution, AGNs, and on and on

• FMOS is the ideal instrument



[OII] ‘Interlopers’ in 
Narrow-band Survey

• Recognize by detection of 
continuum

• Get spectroscopic z’s for star-
forming (and AGN) 
populations at z~1.6

• evolution in star formation 
rate as a function of galaxy 
mass and clustering strength

• low-z counterparts to Lya 
blobs?

6x105 Mpc3

1x106 Mpc3

1.3x106 Mpc3

1.5x106 Mpc3



Black Holes & GalaxiesProperties of AGN Selected by Optical Variability 3

“VA”). Matching between the optically variable AGN
and the X-ray detected AGN was done on the basis of the
optical and X-ray positions, and the X-ray positional er-
rors. We first assigned the nearest optical objects within
5σ of the X-ray positional errors from the X-ray cen-
troids as the potential optical counterparts of the X-ray
detected AGN. Then, we defined objects as “XVA” if the
host objects of the optically variable objects are identical
to the optical counterparts of the X-ray AGN.

Spectroscopic redshifts were determined for 36, 35, and
9 objects in the XA, XVA, and VA samples. Our spectro-
scopic observations were biased to X-ray detected objects
and the number of VA objects with redshift determina-
tions is small.

For these three AGN samples, we calculated various
statistical parameters such as the average, median, stan-
dard deviations, and the Kolmogorov-Smirnov (K-S) test
probabilities between the samples. These values are sum-
marized in Table 1 and Table 2. Some of these values will
be discussed in §4.

2.4. Variability Detection Completeness

The detection efficiency of optical variability depends
on not only the depth of the imaging data but also on
observation time sampling. Variability detection itself
depends on the depths of the images. All the Suprime-
Cam images used in this paper have similar depths
(i′ ∼ 25.5 − 26.8 mag) and we can detect object vari-
ability down to component amplitudes of i′vari ∼ 25.5
mag. The optical variability behavior of AGN differ from
object to object and the detection completeness calcu-
lations for AGN are very complicated. Morokuma et al.
(2007, Paper V) intensively examined the detection com-
pleteness and showed that the four-year baseline obser-
vations gave us an efficiency of ∼ 80% at i′ ∼ 21 mag
and ∼ 0% at i′ ∼ 24 mag (see §5.2.2 in Morokuma et al.
2007, Paper V). We have Suprime-Cam observations
with a four-year baseline from 2002 to 2005 for all the
objects which we use in this paper.

In the top panels of Figure 1, we show the X-ray flux
versus i′-band magnitude distributions for the XA and
XVA objects. The fractions of X-ray sources showing op-
tical variability are shown in the bottom panels of Figure
1 and Figure 2 as a function of i′-band magnitude. These
figures indicate that the variability detection efficiency
for X-ray sources decreases down to zero at i′ = 24 − 25
mag and it is difficult to detect optical variability of X-
ray sources with high X-ray-to-optical flux ratios. Figure
1 is further discussed in §4.

In Figure 1, we also plot the X-ray detected opti-
cally non-variable AGN (25 objects) and the X-ray de-
tected optically variable AGN (4 objects) from one of
similar studies (Sarajedini et al. 2006) for a compari-
son (these correspond to the XA and XVA objects in
this paper). We plotted IC -band magnitudes, which
was available from Vogt et al. (2005), for the sample
of Sarajedini et al. (2006). The difference of the band-
passes between i′-band and IC -band is not large and
we do not apply any band transformations. The ob-
servational properties of the objects plotted in this fig-
ure are derived from their Tables 6 and 7. The X-ray
flux in each band is calculated using the full-band (0.5-
10 keV) X-ray flux and hardness ratio (calculated as
f2.0−10.0keV/f0.5−2.0keV) in their Table 6. The signifi-

cance threshold for optical variability is set 3.2σ, which is
the same value as Sarajedini et al. (2006) adopted. The
differences in the distributions between our sample and
their HST sample can be due to the differences of the
depths of the observations.

Fig. 1.— X-ray flux in the 0.5-2.0 keV band (left) and 2.0-
10.0 keV band (right) and apparent i′-band magnitudes for the
X-ray sources (XA objects, gray circles) and the X-ray detected
optically variable objects (XVA objects, black circles) are shown
in the upper panels. Detection limits in the 0.5-2.0 keV and 2.0-
10.0 keV bands are 1×10−15 erg−1 cm−2 s−1 and 3×10−15 erg−1

cm−2 s−1 as indicated by the dot-dashed lines, respectively. Ob-
jects with X-ray flux below the detection limits are only plotted
if detected above likelihood 9 only in the other energy band. Op-
tically variable AGN and non-variable AGN in the Groth Survey
Strip (Sarajedini et al. 2006) are also plotted in dark gray stars
and open stars, respectively. IC -band magnitudes from Vogt et al.
(2005) are used for these objects, but we do not apply any band
transformations. The fraction of X-ray sources whose optical vari-
ability is detected are also shown in gray scale in the lower panels.
We note that zero fractions and regions where we have no X-ray
sources are shown in light gray (not blank) and blank, respectively.
The seven dashed lines represent constant X-ray-to-optical flux ra-
tios of log(fX/fi′ ) = +3, +2, +1, 0,−1,−2,−3 from top to bottom.

Fig. 2.— Filled circles show the detection completeness for
optical variability among the X-ray sources in the SXDF. The cut-
off at the bright end is caused by the exclusion of bright objects in
our variability detection. The solid line is a function of the form
1/[1 + a × exp{(mag − b)/c}] fitted only in the range of i′ > 21
mag, because detection completeness in the brigher range could be
affected by mis-subtraction or saturation.

•Sesar et al. 2007 (w/SDSS 
Southern stripe) show that 
variability selection as efficient as 
color selection
•CRUCIALLY, Morokuma et al 
2008 show that variability is also 
competitive with X-ray selection 
at z~1AND is sensitive to BHs 
in a range of accretion states
•Perfect to investigate BH-Bulge 
relations at intermediate z (peak 
in low-luminosity AGN activity)

Morokuma et al 2008 (astroph/0712.3106)

finding ~200 AGNs/sq. deg with 
comparable depth to the shallow 

survey



High-z QSOs

• Using i-band dropouts, we expect 
~500 z~6 QSOs (5 mags deeper 
than SDSS), except for break in LF, 
color changes or dust 

• Using z-band dropouts, we can 
push to z~7 QSOs; we expect ~50 
(assuming a factor of 3 per unit z)

• QSO clustering/lifetimes with L, z

• What about their progenitors/
descendants?

Richards et al. 2006



Passive galaxy progenitor



Green galaxy progenitor



QSO Descendants
Robertson et al. 2007



Large Volume is Crucial
Koyama et al. 2007

MV~-16.5 XXX
HSC limits

S/N=10

Deficit of faint 
galaxies

Deficit decreases at 
high cluster mass



z=1.4
z=1.7

z=1.7

Maximally old
M*=5e10 M⦿

zform=3
M*=5e10 M⦿

4000A break

Luminosity/mass functions, 
color-magnitude evolution, 
clustering as a function of 

color





Dropouts
Bouwens et al. 2007

HSC Medium 
Survey Limits

HUDF
HUDF-P

ACS/GOODS


